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• plasmas show 
different colors with 
different working 
gas 

• guessing 
constituents of the 
plasma is a kind of 
plasma spectroscopy 

• however, color is 
unsuitable for 
quantitative analysis

colors and plasma constituents
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radiance and irradiance
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• mean distance from earth 

L = 1.496 x 1011 m 

• mean diameter 

D = 1.392 x 109 m 

Ⱦ�(Ʉ) = Ⱦ(Ʉ) � Ƈ �%
�
⇥� � �

-�

apparent surface area of the sun
solid angle of 1 m2  area on earth
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 expected
 SMARTS

SMARTS (Simple Model of the Atmospheric 
Radiative Transfer of Sunshine) 
http://www.nrel.gov/rredc/smarts/

http://www.nrel.gov/rredc/smarts/


7. Do the same measurements again placing the ND filter in front of the
optical fiber.

8. Take background signal for each condition after turning off the lamp.

9. Derive the calibration factor χ(λ) with Eq. (3).

3 Observation of solar radiation

The absolute sensitivity of the measurement system has been calibrated in
the previous section. Now we observe the solar radiation as an example of
actual radiation source. Figure 2 shows the schematic view of the observation
setup. The radiation from the entire solar surface is received with an end

Figure 2: Arrangement for the direct observation of the solar radiation.

surface of an optical fiber. With using the calibration factor χ(λ) derived in
the previous section, the solar irradiation W ′(λ) [Wm−2nm−1] on the earth can
be determined.

3.1 Temperature evaluation

The visible solar spectrum consists of a broad continuum radiation and a num-
ber of absorbed lines either in the solar or the earth’s atmosphere. Here we
focus our interest on the macroscopic spectral profile of the continuum radia-
tion. The measured spectral profile implies a black-body radiation, the radiance
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the solar radiation. Especially, emphasis is placed on determining the radiance
on the solar surface and irradiance on the earth.

2 Sensitivity calibration

Our aim in this section is deriving the sensitivity calibration factor which can
be used to derive the irradiance at the observation location. We observe a
standard radiation source, for which the radiance and the radiation area is
beforehand known, and derive the relation between the irradiance and the sig-
nal count number from the detector. Here, we make use of an integrating
sphere as the radiation source. The inside of the sphere is coated with an
agent which has high reflectance and makes complete diffusive light on reflec-
tion. The integrating sphere is equipped with a lamp inside and the emitted
light from the lamp is randomly reflected on the inside wall. As a result of
repeated reflections, a small aperture opened on the wall can be regarded as a
homogeneous and isotropic radiation plane when observed from outside. The
arrangement of the integrating sphere and optics to be used for the calibration
is shown in Fig. 1. The aperture of the integrating sphere having the radi-

Figure 1: Optical arrangement for sensitivity calibration.

ance W (λ) [Wm−2 sr−1 nm−1] and the area s is observed with an end surface
of an optical fiber which has the area of a and is located at the distance x
from the radiation source. The light flux emitted from a small area ds on
the radiation source is W (λ)ds. Since the solid angle of the fiber end when
observed from the radiation source is a/x2, the light flux received by the fiber
is W (λ)(a/x2)ds. By integrating this flux over the radiation source area, we

2

obtain the total flux received by the fiber Γ (λ) as

Γ (λ) =

∫

s

W (λ)
a

x2
ds = W (λ)

a

x2
s [W nm−1]. (1)

The irradiance at the fiber location W ′(λ) [Wm−2 nm−1] is then derived as

W ′(λ) =
Γ (λ)

a
=
s

x2
W (λ) [Wm−2 nm−1]. (2)

When the count rate from the detector is C(λ) [counts s−1 nm−1], the calibra-
tion factor χ(λ) is obtained as

χ(λ) =
W ′(λ)

C(λ)
[Jm−2 counts−1]. (3)

By multiplying the signal count rate [counts s−1 nm−1] in the actual measure-
ment with χ(λ), we obtain the irradiance at the observation location.

Procedure:

1. Arrange the integrating sphere and an end surface of the optical fiber as
shown in Fig. 1.

2. Make sure that the observation area is larger than the aperture of the
integrating sphere by introducing the laser light from the other end of
the fiber (See Appendix).

3. Adjust the exposure time so that the maximum intensity signal is lower
than the saturation level.

4. Take spectrum.

The dynamic range of the intensity is so large that the signal in the wavelength
range, e.g., λ > 800 nm, may be quite low. Therefore, the spectrum in such
wavelength range should be separately measured with a longer exposure time.

5. Adjust the exposure time so that the maximum intensity signal in the
λ > 800 nm range is lower than the saturation level.

6. Take spectrum.

In the actual measurement of the solar radiation, the intensity is so high that
the signal may be saturated with the same optics as those used in the above
procedures. In that case, we use a neutral density (ND) filter to reduce the
light intensity in the whole wavelength range. Since the transmittance of the
ND filter has a slight λ-dependence, the calibration must be also done with
the ND filter.
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diameter 13.5 m

weight 1500 t

major radius 3.9 m

minor radius 0.6 m

volume 30 m3

B strength 3 T

Large Helical Device (LHD)
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helical coil

helical coil

divertor plates
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• heliotron-type device, 
i.e., no inductive 
plasma current 

• advantageous for 
steady-state operation 
(no disruption)

achievements
Te 20 keV

Ti 10 keV

ne 1021 m-3



• spectroscopic diagnosis can be classified 
into two categories 

• high wavelength resolution measurement 

- shift, broadening, splitting, etc. 

• wide wavelength range measurement 

- intensity distribution of various emission 
lines, line intensity ratio, continuum



observable obtainable

shift ion velocity

splitting
Zeeman magnetic field

Stark electric field

broadening
Doppler Ti

Stark ne

intensity ratios 
intensity distribution

Te, ne 

ionizing or recombining

intensity ni
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line intensity distribution 

• various emission lines are simultaneously 
measured 

• population distribution over excited levels 
gives information on the plasma state 

• collisional-radiative model is used for the 
analysis
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corona equilibrium

more generally

A(3,2)n(3)

A(3,1)n(3)

C(1,3)nen(1)
1

2

3
hν

hν’ $(�,Q)OFO(�) =�
R<Q "(Q,R)O(Q)

O(Q) = $(�,Q)OF�
R<Q "(Q,R)

O(�)

$(�,�)OFO(�) =["(�,�) + "(�,�)]O(�)
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• spectroscopy is a fundamental diagnostic 
method for fusion plasmas 

• collisional-radiative model is essential for 
analyzing measured line intensities



Te and ne analysis with helium lines
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• measurement has been made with single 
collimated line-of-sight 

• dominant line emission is known to be localized at 
edge region
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• we first focus on the ratios 
of three emission lines 
which are known to have 
large dependence on Te or 
ne
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f (Te, ne) = ∑
p ( ncal(p) − nmes(p)

nmes(p) )
2

with p ∈ {31S, 31D, 33S}

• least-squares fitting is attempted with an error 
function which describes the difference between 
the model and measurement results
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• Te and ne derived seem to be reasonable and 
fitting looks to be going well
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• obtained results are 
examined with using 
other lines
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501.6 nm

53.7 nm

11S

21S

31P
reabsorption

reabsorption effectively works to reduce the 
transition probability of spontaneous radiative 
transition and to increase the upper level 
populations

Λ(p) A(p,11S)

 is called  
escape factor

Λ(p)
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f (Te, ne, Λ(21P), Λ(31P), …) = Σp ( n(p) − nmes(p)
nmes(p) )

2

• accurate evaluation of escape factors is difficult 
• one idea is to include the escape factors in the 

fitting parameters, but restrictions should be 
given for the escape factors



• escape factors can be theoretically evaluated 
for some simplified geometries such as slab or 
cylindrical structures
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• restriction is added as a regularization term to 
the error function

f (Te, ne, Λ(21P), Λ(31P), …) =
1
Np ∑

p ( n(p) − nmes(p)
nmes(p) )

2

+ μ
1
Nq ∑

q ( Λ(q) − Λslab(q)
Λslab(q) )

with p ∈ {all upper levels}, q ∈ {n1P}, and hyperparameter μ
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• optimizations for the hyper parameter  and 
for the number of escape factors considered in 
the error function are attempted through bias-
variance analyses 

μ



(bias2) =
1
N ∑

p ( nmeas(p) − nfit(p)
nmeas(p) )

2

variance =
1
N ∑

p

1
K

K

∑
k =1 ( nfit(p) − nk

fit(p)
nfit )

2

K: number of spectra taken  
     for the  same plasma condition
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decreases rapidly when the number of fitting parameters is less than 6. The total error has 206 
the minimum value when the number of fitting parameters is equal to 6. Therefore, 6 pa- 207 
rameters (!)	 , 1)	 , !%	 , /P,%	 , /J,%	 , and /%P,%	 ) were selected as the fitting parameters of the al- 208 
gorithm. 209 
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The variance increases steadily with an increase in the number of fitting parameters.
The bias decreases rapidly when the number of fitting parameters is less than six. The
minimum total error was recorded when the number of fitting parameters was six. There-
fore, six parameters (ne, Te, n1, L21P,11S, L31P,11S, and L41P,11S) were selected as the fitting
parameters for the algorithm.

4. Results and Discussion

We conducted fitting using the model described in Section 2 for the line intensity
data shown in Figure 2. The electron densities and temperatures diagnosed are shown
in Figure 8.
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Figure 8. Electron density and temperature obtained using the novel fitting algorithms (symbols and
dashed lines represent results obtained using the new model and three-line analysis, respectively).

Both the electron density and temperature obtained using the novel method showed
increasing and decreasing tendencies, respectively, with an increase in the line-averaged
electron density, which was similar to the results obtained using the three-line method,
as shown in Figure 3b. When the line-averaged electron density was low, the electron
temperatures obtained using the two methods were similar. The electron temperature
diagnosed using the new model decreased faster when the line-averaged electron density
increased. The electron density obtained using the proposed model was generally slightly
lower than that obtained using the three-line method.

A comparison of the normalized line intensities is shown in Figure 9. An example of
line spectra reproduced by the new model and three-line analysis is shown in Figure 10.
Compared to the three-line method, the difference between the fitted and measured results
for the 706.5 and 728.1 nm lines increased slightly. A relatively large difference appeared
when the line-averaged electron density was higher than 2 ⇥ 1013 cm�3. The fitting
of the 501.6 and 587.6 nm lines improved when the line-averaged electron density was
between 1012 and 2 ⇥ 1013 cm�3. When the line-averaged electron density was higher than
2 ⇥ 1013 cm�3, the 501.6 nm line had a relatively better fitting. For the 447.2 and 492.2 nm
lines, the difference between the measured and fitted results improved. In general, the
results fitted with the new model exhibited relatively better performance.
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polarization spectroscopy

• anisotropy in EVDF could play a critical role 
for the plasma confinement


• polarization spectroscopy is a promising 
technique for that purpose


• polarization measurement is attempted for 
Lyman-α line in LHD


• anisotropy in EVDF is evaluated with a help 
of atomic model
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P =
I‖ − I⊥
I‖ + I⊥

I‖

I⊥
e H

Ly-90

James, Phys. Rev. A (1998)

Lyman-α



• quantitative analysis of polarization requires a 
simulation model


• a sophisticated formulation has been developed 
by Fujimoto (Plasma Polarization Spectroscopy, 
2008 Springer)
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• under axisymmetric condition, density matrix in 
spherical tensor representation is written by two 
terms 
 
 
a(p) / n(p) is related to P or AL

52 T. Fujimoto

2. There is no coherence among different Zeeman multiplets. We specify an
atomic state by its total angular momentum quantum number, J , and
its projection onto the z-axis, M , besides the other indices, α, necessary
to specify the state. In the following, an atomic level (Zeeman multiplet)
αJ is sometimes denoted by p or r. It should be noted, however, that,
in Chap. 3, p or r was used to denote the principal quantum number
of a hydrogen-like level: a different usage from this chapter. We further
assume the absence of coherence among the different magnetic sublevels
in a Zeeman multiplet, i.e., no Zeeman coherence.

3. Electric and magnetic fields are absent. When a weak magnetic field is
present, this field affects little the formulation developed in the following
in this chapter. Rather, this field defines the quantization axis z and makes
the system axially symmetric around it.

The above assumptions imply that the atomic system is described as an
incoherent superposition of “level states,” and that its density matrix (See
Appendix C and, for example, Blum [4].) reduces to a sum of density matri-
ces for each level αJ or p,

ρ(p) =
∑

MN

ρM,N(p)|αJM〉〈αJN |, (4.1)

where ρM,N (p) with N #= M is the coherence and with N = M is the “pop-
ulation” of the magnetic sublevel M . In place of |αJM〉〈αJN | we introduce
the irreducible tensorial set

T (k)
q (p) =

∑

MN

(−)J−N 〈JJM −N |kq〉|αJM〉〈αJN |, (4.2)

where (−) means (−1) and 〈JJM −N |kq〉 is the Clebsch–Gordan coefficient.
As is stated in assumption 2, we will restrict our consideration to the situations
in which ρM,N(p) = 0 for N #= M , so that we will only have the cases with
q = 0. We then expand (4.1) in terms of (4.2).

ρ(p) = ρ0
0(p)T (0)

0 (p) + ρ2
0(p)T (2)

0 (p) + · · ·, (4.3)

where the expansion coefficients are given by

ρk
q (p) =

∑

MN

(−)J−N 〈JJM −N |kq〉ρM,N (p). (4.4)

It is noted that the odd rank terms are dropped in (4.3) because, owing to
the symmetry of our situation, they do not appear in the formulation below.
This is connected with the fact that, for an atom, a collision of a perturber
incident on it from the +z-direction cannot be distinguished from a collision
from the −z-direction, except for the recoil motion, which we ignore in our
discussion. Therefore, an orientation ρ1

q(p) does not appear. In the following
we retain only the first two terms in this equation and neglect those of higher
rank. We thus assign two quantities to each level p: the “population” ρ0

0(p)
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Fig. 3 Simulation results for the polarization degree as a func-
tion of T‖ under a fixed T⊥ at 20 eV. The influence of the
unpolarized line 12S1/2 – 22P1/2 is included.

broadening profile. We use the Stark broadening data by
Stehlé et al. [9] for ws.

Figure 3 shows the polarization degree P as a func-
tion of T‖ when T⊥ is fixed at 20 eV for several ne values.
The results take into account the influence of the unpolar-
ized line 12S1/2 – 22P1/2. The observation line-of-sight is
assumed to be perpendicular to the quantization axis, and
P is evaluated as

P =
I‖ − I⊥
I‖ + I⊥

, (5)

where I‖ and I⊥ are the intensities of linearly polarized light
components in the parallel and perpendicular directions re-
garding the quantization axis, respectively. It is seen that
T‖ < T⊥ gives negative polarization degrees, i.e., I‖ < I⊥,
and the other way around with the opposite condition. It is
also confirmed that the polarization is relaxed with increas-
ing ne due to enhancement of the polarization destruction
process.

3. Experimental Setup
The measurement has been made for LHD with a nor-

mal incidence VUV spectrometer having a focal length of
3 m. Figure 4 shows the line-of-sight of the present obser-
vation. Line emissions of hydrogen atoms are expected at
the plasma boundary, approximately at reff = 0.67 [10, 11]
as shown by crossing points between the line-of-sight (hor-
izontal dashed line) and the magnetic surface of reff = 0.67
(solid curve) in Fig. 4.

Figure 5 shows a schematic drawing of the spectrom-
eter. Some optical components have been supplementarily
installed in the spectrometer for the polarization measure-
ment. The light dispersed by the grating is reflected 90
degrees into a CCD detector by two mirrors. The mirror in
front of the detector is placed at Brewster’s angle so that

Fig. 4 Cross section of the plasma for the observation and the
field of view.

Fig. 5 Schematic drawing of the spectrometer. Two mirrors and
a half-wave plate are supplementarily installed for the po-
larization measurement.

the linear polarized angle in the vertical direction is only
reflected. The purpose of the second mirror is adjusting the
light path angle. These two mirrors have been developed
in CLASP so that the reflection efficiency is optimized at
the Lyman-α line wavelength.

Another optical component is a rotatable half-wave
plate placed between the entrance slit and the grating. Al-
though the linearly polarized light in the vertical direction
is always detected at the detector, the corresponding lin-
early polarized light in the plasma can have angles differ-
ent from the vertical depending on the rotation angle of the
half-wave plate. By rotating the half-wave plate during a
steady-state of discharge, we can obtain linearly polarized
light components at all angles as a time series.

In the actual measurement, spectra are taken every
50 ms and the rotation speed of half-wave plate is adjusted
such that the angle of the linearly polarized light to be ob-
served is rotated 22.5 degrees for every measurement in
the counter-clockwise direction observed from the plasma.
Figure 6 shows an example of the discharges which the
measurement has been made. The magnetic axis position
and the magnetic field strength at the magnetic axis are
Rax = 3.75 m and Bax = 2.64 T, respectively, for all the dis-
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• polarization in Lyman-α is detected for plasma of 
magnetically confined fusion experiment 

• anisotropy in EVDF is evaluated in terms of T∥ / T⊥ with 
the population-alignment collisional-radiative model 

• T∥ < T⊥ is always true, that is understandable when 
particle motion characteristics in the edge plasma are 
taken into consideration 

• anisotropy shows a clear dependence on Te rather 
than ne




