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Introduction
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Motivation
• Compare	different	cascade	morphologies	in	bcc	metals.
• Study	the	effect	of	morphology	on	defect	production.
• Study	the	effect	on	defect	clustering/distribution.

Interatomic	potentials	for	MD
• Cr:	EAM	by	Bonny	et	al	[PhilMag 91,	1724	(2011)],	ZBL	added	by	N.	Juslin for	this	study.
• Fe:	Finnis-Sinclair	[PhilMag A	50,	45	(1984)],	modified	by	Calder	et	al	[JNM	207,	25	(1993)].
• Mo:	Ackland-Thetford	[Philmag A	56,	15	(1987)],	modified	by	Salonen et	al	[JPCM	15,	5845	(2003)].
• W:	Ackland-Thetford,	modified	by	Juslin et	al	[JNM	432,	61	(2013)],	denoted	as	ATJ	potential.
• W-björkas:	Derlet-Dudarev [PRB	76,	054107	(2007)],	modified	by	Björkas et	al	[NIMB	267,	3204	

(2009],	denoted	as	DDB	potential.

Simulations	were	performed	with	LAMMPS	code	at	100	K	(Fe)	and	300	K	(Cr,	Mo,	W).
Electronic	loss	was	excluded.
Defect	was	determined	based	on	occupancy	of	Wigner-Seitz	cell.

More	information	of	the	setup:	JPCM	27,	225402	(2015).
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Movie of Large Cluster Formation in W
EMD =	75	keV
Duration	50	ps



Observation of Different Cascade 
Regimes
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• A	kink	in	the	NF curve	is	evident	in	W.
• We	propose	that	the	kink	also	exists	in	Cr,	Fe,	and	Mo.
• Hence,	we	perform	a	bilinear	fit	and	determine	the	inflection	point	(transition	energy).
• The	transition	energy,	μ,	marks	the	onset	of	a	different	power-law	regime.
• Depending	on	one’s	view,	there	could	be	a	transition	at	the	low-energy	end:	before	

and	after	“cascade-like”	behavior	is	fully	developed,	as	suggested	in	Fe	[JNM	251,	49	
(1997)]	and	W	[JNM	462,	329	(2015)].



Displacement Threshold Energy, Ed
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Figure 1. (a) The irreducible part of the crystal directions and the
grid points for the PKA directions. The grids are constructed with a
Miller index increment of 1/24 resulting in a total of 325 points. (b)
The number of equivalent directions of each point is shown as the
number following the x character given in parentheses.

directions, the appropriate Ed is the average value over all
directions [46]. The average value is defined as

Ed = 1
4π

∫ 4π

0
Ed(")d", (1)

where " is the direction in space and d" is the solid
angle. Due to symmetry, only Ed(") that are within the
irreducible crystal directions (ICD) are needed. The ICD
and the PKA direction grid used in this study are shown in
figure 1(a).

If ICD are employed, it is necessary to account for the
different multiplicity of each direction to correctly calculate the
average. The multiplicity represents the number of equivalent
directions of a grid point. In figure 1(b), the multiplicity of
grid point-i, denoted as Pi , is shown as the number following
the x character given in parentheses. The grids are constructed
with a Miller index increment of 1/24 resulting in a total of 325
points. Note that these points are not located on the surface
of a sphere centered at the origin. Therefore, an appropriate

weight due to the different solid angle of each point needs to
be taken into account. The solid angle of point-i, denoted as
#"i , is calculated as the solid angle enclosing a small sphere
with a diameter D = 1/24 (i.e. the diameter is the same as
the side length of the grid cube) centered at grid point-i, as
illustrated in figure 1(a). Finally, equation (1) becomes

Ed =
∑

i

Ed,iPi#"i

/ ∑

i

Pi#"i , (2)

#"i (h, k, l) = 2π

(

1 −
√

h2 + k2 + l2
√

h2 + k2 + l2 + D2/4

)

, (3)

where h, k, l are the Miller indices. For each direction, Ed,i is
averaged from 10 simulation runs, each using a different PKA
chosen from near the box center. To search for the threshold
energy, the PKA energy is incremented by 5 eV until a defect
is detected, then decremented by 1 eV until no defects are
detected. The minimum energy where a defect is detected
is taken as the threshold for this specific run.

3. Results and discussion

For each data point, the number of simulation runs ( Nr ), the
number of surviving Frenkel pairs ( NF) and the standard error
of the mean (STE) of NF are presented in the Appendix. The
standard error is calculated as STE = STD/

√
Nr , where STD

is the standard deviation. Figure 2 shows plots of NF versus
EMD for each metal on a log–log scale. The data points exhibit
remarkably clear linear regimes on this scale (NF ∼ Eb

MD). It
is evident from the W and Fe curves that two linear regions
exist, characterized by different slopes, b. It is logical then
to expect similar behavior for Cr and Mo, which is observed
albeit with a less pronounced change in slope. To consistently
determine the characteristic slopes, the data are fit as follows.
Only data points where NF > 1 are included in the fit. This is
motivated by the fact that in the energy regime where NF < 1,
the probability of creating a Frenkel pair is normally either
1 or 0. In such a regime, cascade-like behavior does not
occur. A linear regression is performed to fit the data with
two lines. The determination of which line segment the data
points should be assigned is based on a minimization of the
total norm of the residuals from the two fit lines. The value of
EMD at the intersection (inflection) of the fit lines is defined as
the transition energy, µ. We note that the slopes determined
in this way are slightly different from those obtained by the
original authors for Fe [26] and Mo [40].

Due to the different displacement threshold energies of
each metal, perhaps a better way to compare different materials
is to use a reduced energy E∗ = EMD/Ed. Table 1 summarizes
the values of Ed calculated with equation (2). Figure 3(a)
shows the plots of NF versus E∗. The standard NRT model,
NF = 0.4 E∗, is included for reference [41]. The deviation of
MD results from the NRT model is evident. The deviation
arises from the fact that the efficiency of in-cascade SIA-
vacancy recombination is energy dependent. In the low-energy
regime (EMD < µ), in-cascade recombination increases with
energy. This leads to sub-linear behavior with a characteristic
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Figure 2. Plots of NF versus EMD. The error bars represent the
standard errors of the mean. The fit lines reveal two energy regimes
with a transition energy µ.

slope of 0.72, 0.72, 0.71 and 0.74 for Cr, Fe, Mo and W,
respectively. Interestingly, the slopes in this low-energy region
appear independent of Ed. In fact, the values are remarkably
constant. On the other hand, in the high-energy regime
(EMD > µ) the slopes are 0.95, 1.04, 0.94 and 1.34 for Cr, Fe,
Mo and W, respectively. While the values for Cr, Fe and Mo are
also very similar in this regime, the slope of W is significantly
higher. In figure 3, a vertical gray bar marks the range of µ.
When expressed in the reduced unit, µ∗ = µ/Ed, the transition
energy falls in a narrow range of 247–350. The narrow range of
µ∗ indicates strong self-consistency in the energy fits and the
appropriateness of normalizing defect production in these bcc
metals with Ed. Scaling of µ as a function of Ed is presented
later in this paper.

Identifying the underlying physical origin of the change
in slope of defect production is non-trivial due to the
complex nature of the cascade process. This has previously
been associated qualitatively with the onset of sub-cascade
formation [26, 32]. Here we seek a more detailed explanation
based on the cascade damage production process. The size
distribution of the surviving defect clusters provides a hint.
Interstitial clusters are identified with a cutoff of the third
nearest-neighbor distance (NN3) [31]. Varying the cutoff
from NN1 to NN3 does not alter the qualitative results
presented here [31]. Figure 3(b) shows the average size (over

Table 1. Displacement threshold energy, Ed, calculated using
equation (2) as described in the text and using normal or variable
atomic masses, as described later in the text.

Interatomic potential Ed (eV) Note

Cr 34.4 ± 1.5 As is.
Fe 41.8 ± 1.6 As is.
Mo 78.7 ± 2.9 As is.
W 122.6 ± 4.4 As is.
Cr 33.8 ± 1.4 With W mass.
Cr 18.9 ± 1.1 With W PKAmass.
W 123.6 ± 4.4 With Cr mass.
W 170.9 ± 6.7 With Cr PKAmass.
W-björkas 98.0 ± 3.7 As is.

Figure 3. (a) Plots of NF versus EMD/Ed. The error bars represent
the standard errors of the mean. The range of the transition energy,
µ, is shown as a vertical gray bar. (b) Average size of the largest
SIA clusters, revealing the formation of large SIA clusters in
tungsten after the transition energy.

all simulations) of the largest SIA clusters, Smax
SIA . A clear

correlation can be seen between µ∗ and the onset of the rapid
increase in the Smax

SIA curve for W. For EMD < µ, the Smax
SIA

for W is similar to that for other metals, consistent with the
similarity in the slopes of the defect production in this regime.
For EMD > µ, the Smax

SIA increases rapidly for W while for Cr,
Fe and Mo it increases only gradually. The fact that Cr, Fe,
Mo exhibit a common gradual increase in the Smax

SIA rather than
a rapid change, is consistent with the similarity in the slopes

4

Point	symmetry	
multiplicity	of	
direction-i,	Pi

Box	size	=	20x18x16	supercell.



Normalization of Cascade Energy Scale
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• To	find	a	possible	scaling	of	μ,	we	normalize	the	cascade	energy	with	the	
displacement	threshold	energy,	Ed.

• Indeed,	the	μ	of	Cr,	Fe,	Mo,	and	W	fall	in	a	narrow	range	of	the	normalized	energy	
scale,	around	μ/Ed ≈	300.

• μ	also	marks	the	onset	of	the	formation	of	large	SIA	clusters	in	W	and	to	a	lesser	
extent	in	Mo,	Fe,	and	Cr.

with	clustering	cutoff	=	NN3

region	1
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_ _

Interacting	multiple	supersonic	shocks	facilitate	the	formation	of	the	large	SIA	clusters and	
vac clusters,	was	first	suggested	by	Calder	et	al	in	Fe	with	2	Bi	PKAs	[PhilMag 90,	863	(2010)].
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Effect of Cascade Morphology on Size 
Distribution of Defect Clusters in W
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Effect of Cascade Morphology on Size 
Distribution of Defect Clusters in W MATER. RES. LETT. 3

Figure 2. Size–frequency distributions of defects in W derived
from MD simulations of cascades initiated by PKAs with various
energies. Results are averagedover 20, 36 and 10 cascades for 100,
150 and 200 keV PKAs, respectively. Note the different slopes of
scaling laws for SIAs and vacancies. For clarity the vacancy plot is
shifted upwards with respect to the SIA plot. The scale of the axes
is the same for both cases.

Figure 2. Single defects, and clusters containing only a few
(N=2−5) defects, also can be fit to power laws, but with
a slope steeper than that exhibited by larger defects, for
both vacancies and self-interstitial atoms (SIAs). This is
due to different mechanisms governing the formation of
very small clusters and point defects [15].

The upper limit of the distribution is determined by
the volume of the cascade, or by the volume of the largest
subcascade pocket in the event of subcascade splitting.
To find the largest possible defect size that can form in
a given (sub)cascade, we use the spherical liquid volume
approximation. Noting the fact that interstitial clusters in
W form two-dimensional dislocation loops, and assum-
ing the loops have the 1/2⟨111⟩ Burgers vector, with the
largest possible loop diameter D equal to the diameter of
the liquid volume,we arrive at themaximumpossible size
in terms of point defectsN int

D of an interstitial-type defect
as [3]

Nint
D ≈ π

√
3(D/(2a0))2, (2)

where a0 = 3.165Å is the lattice parameter of W and D
is the diameter of the liquid region.

Formation of vacancy clusters occurs inherently dif-
ferently from SIA clusters, for example the scaling law
exponents in Figure 2 are different for vacancies and
SIAs. Almost all of the vacancies are formed within the
liquid core of a cascade, and are pushed towards the
centre by the recrystallization front [9]. In most cases,
a single (often diffuse) vacancy cluster is formed in the
centre of a spherical cascade volume, usually surrounded
by a cloud of single vacancies. Multiple vacancy clusters
form only if (partial or complete) subcascade splitting

has occurred. In the events where clustering is espe-
cially effective, almost all the vacancies condense into
one large vacancy cluster. By the law of mass conserva-
tion, the largest conceivable vacancy cluster, containing
all the vacancies formed in the cascade, must thus con-
tain the same number of vacancies as the total number of
individual SIAs produced in the cascade. The SIA clus-
ters form around the surface of the liquid region, and
from visual inspection of numerous cascades, we expect
that, at most, the SIA clusters may cover half of the sur-
face area, which is equivalent to twice the projected area
of the sphere. In addition, we disregard the relatively
small numbers of isolated crowdions formed far from the
heat spike as a result of replacement collision sequences.
Hence the number of vacancies can reach twice the num-
ber of point defects contained in the largest possible SIA
cluster, and we can relate the diameter D of the liq-
uid region to the largest possible vacancy cluster Nvac

D
according to

Nvac
D ≈ 2π

√
3(D/(2a0))2. (3)

We point out that this formula does not assume any
specific geometry for the vacancy cluster. It is thus
valid irrespective of whether the final cluster is a three-
dimensional ‘depleted zone’ observed in detailed FIM
experiments [16], or a dislocation loop as observed in
TEM experiments [3].

To find the frequency f (ND) of occurrence of a clus-
ter of size ND, we now need to find the probability that
the cascade will generate a liquid volume large enough
to form such a defect, i.e. a volume larger than or equal
to size D. The fractal nature of cascades [17], and the
gradual transition from compact cascade volume to sub-
cascade splitting, leads us naturally to look for a power
law distribution of subcascade sizes, which in the upper
size limit reaches the critical point Nc where all the cas-
cade energy is contained in a single compact cascade.
This suggests introducing a critical exponent κ combined
with a ‘reduced size’ of the subcascade n = (Nc − N)/Nc.
We thus expect the frequency of formation of a subcas-
cade large enough to accommodate a defect of size N to
be given by

fSC(N) =
∫ Nc

N
FSD(N′) dN′

= B((Nc − N)/Nc)
κ , 0 ≤ N ≤ Nc, (4)

where FSD(N) is the frequency of occurrence of a sub-
cascade of size D(N) (where D is related to N through
Equation (2)), and B is the average total number of sub-
cascades. In the limit of smallN, every subcascade is large
enough, and accordingly limN→0 fSC = B.

Large	clusters	form	more	frequently	in	an	
interacting	multiple-shock	cascade	than	expected	
from	a	single-shock	cascade.	
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Figure 2. Plots of NF versus EMD. The error bars represent the
standard errors of the mean. The fit lines reveal two energy regimes
with a transition energy µ.

slope of 0.72, 0.72, 0.71 and 0.74 for Cr, Fe, Mo and W,
respectively. Interestingly, the slopes in this low-energy region
appear independent of Ed. In fact, the values are remarkably
constant. On the other hand, in the high-energy regime
(EMD > µ) the slopes are 0.95, 1.04, 0.94 and 1.34 for Cr, Fe,
Mo and W, respectively. While the values for Cr, Fe and Mo are
also very similar in this regime, the slope of W is significantly
higher. In figure 3, a vertical gray bar marks the range of µ.
When expressed in the reduced unit, µ∗ = µ/Ed, the transition
energy falls in a narrow range of 247–350. The narrow range of
µ∗ indicates strong self-consistency in the energy fits and the
appropriateness of normalizing defect production in these bcc
metals with Ed. Scaling of µ as a function of Ed is presented
later in this paper.

Identifying the underlying physical origin of the change
in slope of defect production is non-trivial due to the
complex nature of the cascade process. This has previously
been associated qualitatively with the onset of sub-cascade
formation [26, 32]. Here we seek a more detailed explanation
based on the cascade damage production process. The size
distribution of the surviving defect clusters provides a hint.
Interstitial clusters are identified with a cutoff of the third
nearest-neighbor distance (NN3) [31]. Varying the cutoff
from NN1 to NN3 does not alter the qualitative results
presented here [31]. Figure 3(b) shows the average size (over

Table 1. Displacement threshold energy, Ed, calculated using
equation (2) as described in the text and using normal or variable
atomic masses, as described later in the text.

Interatomic potential Ed (eV) Note

Cr 34.4 ± 1.5 As is.
Fe 41.8 ± 1.6 As is.
Mo 78.7 ± 2.9 As is.
W 122.6 ± 4.4 As is.
Cr 33.8 ± 1.4 With W mass.
Cr 18.9 ± 1.1 With W PKAmass.
W 123.6 ± 4.4 With Cr mass.
W 170.9 ± 6.7 With Cr PKAmass.
W-björkas 98.0 ± 3.7 As is.

Figure 3. (a) Plots of NF versus EMD/Ed. The error bars represent
the standard errors of the mean. The range of the transition energy,
µ, is shown as a vertical gray bar. (b) Average size of the largest
SIA clusters, revealing the formation of large SIA clusters in
tungsten after the transition energy.

all simulations) of the largest SIA clusters, Smax
SIA . A clear

correlation can be seen between µ∗ and the onset of the rapid
increase in the Smax

SIA curve for W. For EMD < µ, the Smax
SIA

for W is similar to that for other metals, consistent with the
similarity in the slopes of the defect production in this regime.
For EMD > µ, the Smax

SIA increases rapidly for W while for Cr,
Fe and Mo it increases only gradually. The fact that Cr, Fe,
Mo exhibit a common gradual increase in the Smax

SIA rather than
a rapid change, is consistent with the similarity in the slopes

4

• PKAmassé Ed ê,	and	vice	versa,	related	to	
momentum	transfer.

• All-atom	mass	has	negligible	effect	on	Ed,	due	
to	similar	collision	kinematics.

(Cr/W-mass)
(Cr/W-PKAmass)
(W/Cr-mass)
(W/Cr-PKAmass)

Additional BCC Test Systems
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interacting	multiple-shock

W.	Setyawan	et	al,	JPCM	27,	225402	(2015)

• μ	is	found	to	be	reasonably	proportional	to	Ed:
ü The	transition	energy	can	be	estimated	based	on	only	one	parameter,	i.e.	Ed.
ü The	effect	of	different	mass,	PKA	mass,	and	the	force	field	on	μ is	embedded	in	

their	effect	on	Ed.



Linear vs Bilinear Fit of NF Data

12

J. Phys.: Condens. Matter 27 (2015) 225402 W Setyawan et al

Figure 6. Average size of the largest SIA clusters versus EMD/ Ed.
The error bars represent the standard errors of the mean. The plots
show the three characteristics of SIA clustering associated with the
three cascade morphologies. The range of the transition energy is
shown as a vertical gray bar.

the transition energy is closely related to the threshold energy.
For a given PKA energy, increasing the PKA mass causes
more damage since Ed is smaller. The probability of forming
multiple shocks increases with the damage level. Therefore,
the transition energy occurs at a lower value.

When the mass of all atoms is changed altogether, we do
not observe a consistent trend in the shift of µ. Increasing
the mass, Cr → Cr/W-mass, slightly decreases µ. However,
decreasing the mass, W → W/Cr-mass, also decreases µ. This
leads us to conclude that the effect on µ is insignificant if the
mass of all atoms is varied. Note from the threshold simulation
that Ed also does not change in such cases. If all atoms still
have the same mass, the kinematics of the collisions remains
similar, i.e. the scattering angles and energy partitioning
in each collision. This leads to an insignificant change in
Ed and thus µ. Note that while the cascade kinematics is
similar, the dynamics of the cascade evolution occurs faster
if the mass is smaller. For a given interatomic potential,
changing the mass of all atoms changes neither the cohesive
energy nor the lattice parameter. Cohesive energy is one of
the factors determining Ed. Various migration pathways with
the associated activation energies, defect formation energies
and the detail of the collision process itself are all important
factors.

Figure 6 shows the Smax
SIA for all systems. For the Cr

potential, there is a slight increase from Cr to Cr/W-PKAmass.
Likewise, for the W potential, there is a slight decrease from
W to W/Cr-PKAmass. Above the transition energy, the
curves for Fe, Mo and all cases of Cr still show the behavior
characteristic of separate multiple-shock cascade morphology.
While those for W-björkas and all cases of W show the strong
clustering associated with the interacting multiple-shock
morphology.

For Cr, Fe and Mo, the morphology transition can be
directly inferred from the cascade visualization because the
multiple shocks are separated. On the other hand, the

Table 2. Root-mean-square of the relative error, δrms, of NF given in
percentage, calculated using equation (4).

Two-line fit One-line fit
System δrms(%) δrms(%)

Cr 5.1 10.2
Fe 5.9 18.8
Mo 5.0 9.3
W 3.3 19.9
Cr/W-mass 5.8 12.4
Cr/W-PKAmass 5.3 18.4
W/Cr-mass 5.6 24.2
W/Cr-PKAmass 5.5 11.8
W-björkas 6.3 34.0

Note: Two-line fit denotes that the fit is
performed using a bilinear curve as described in
the text, while one-line fit uses only one line to
fit all the data points of NF versus energy.

morphology transition in W can be inferred from the clustering
behavior. From this point of view, the existence of the
transition is evident in all of these metals. Therefore, it is
suggested to fit the defect production curve separately for each
morphology. With the available data, we may compare the
goodness of the bilinear curve fit (two-line fit) to that if the
data are fit only with one line (one-line fit). One may use the
standard R2, the norm of the residual, or other parameters to
measure the goodness. Even though the least-square method
maximizes the R2, or equivalently, minimizes the norm of
the residual to find the best fit, these parameters often times
are not informative. Thus, for the comparison purposes, we
calculate the root-mean-square of the relative error, δrms, given
in percentage as follows:

δrms = 100

√√√√ 1
N

N∑

i=1

(
yi − yi,fit

yi,fit

)2

(4)

where yi is the NF data point, yi,fit is the NF value from the fit
and N is the total number of data points in the set. The results
are presented in table 2. The two-line fit gives δrms of ∼5%
across all systems. The one-line fit gives about 20% for Fe
and W and 10% for Cr and Mo. It is important to note that the
one-line fit error will be increasingly larger if higher-energy
data points were available.

It is worth mentioning that for W, both vacancy and SIA
loops are observed in our simulations. Whereas in a self-ion
irradiation experiment [57], it was suggested that only vacancy
loops were formed from a single cascade, while SIA loops were
observed only at higher doses presumably as a result of loop
interactions from, or reactions with, multiple cascades. The
discrepancy could arise from the fact that the ion irradiation
experiment was performed on a thin foil. Given that the mean
range of ions is typically only ∼100 Å, any small SIA loops
which are mobile, are usually assumed to have migrated and
are lost to the surface [58, 59].

Sand et al recently reported the results of cascade
simulations in W at 150 keV [29, 30]. In their simulations,
a velocity-dependent frictional force is added to the equation
of motion to model the electronic stopping [60]. The frictional
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• The	two-line	(bilinear)	fit	performs	significantly	better	than	the	one-line	(linear)	fit.



Early Studies of Sub-Cascade with Binary 
Collision Approximation (BCA)
Heinisch et	al,	JNM	179,	893	(1991)

• BCA	shows	that	cascade	transition	occurs	both	in	bcc	and	fcc metals	and	over	a	narrow	range	
of	reduced	cascade	energy.

• Only	non-interacting	cascades	(sub-cascades)	were	predicted	by	using	BCA	(many	body	
collisions	are	ignored).	MD	shows	that	W	exhibits	interacting	cascade	(no	sub-cascades).

• In	W,	will	the	next	transition	occur?	i.e.	interacting	cascade	à non-interacting	cascade.

H. L Heinisck, B. N. Singk / Tke morphology of collision cascades 895 

Fig. 2. Average density of vacancies in collision cascades in fee 
metals as a function of reduced recoil damage energy. The 
cascade break-up energy is defined as the region of reduced 

recoil damage energy where the slopes of the curves change. 

This is shown in fig_ 2 for the fee metals, where the 
range of reduced energy of the knees, 0.050-0.070, is 
identified as the reduced cascade break-up energy. A 
similar set of curves for bee metals reveals a reduced 
break-up energy range of 0.13-0.19. The reduced energy 
factors and the reduced damage energies at break-up 
are listed in table 1. 

The steep decrease in vacancy density with increas- 
ing energy exhibited in figs. 1 and 2 does not mean that 
the local density of vacancies in the core of the cascade 
is changing with energy, even at low energies. In earlier 
work [9] the average local density of vacancies in 
&ades in Cu was investigated. It was found for copper 
that this value is constant at energies above a few keV, 
well below the threshold for subcascade production. 
Computer simulations of short-term annealing of 
cascades in copper [lo] also showed that the post-an- 
nealing numbers of residual defects and freely boating 
defects increases linearly with damage energy in high 
energy cascades. This implies that the average environ- 
ment in the vicinity of a defect, which will most strongly 
influence defect interactions, does not change much 
with energy. Constant local vacancy densities are also 
observed in all the fee and bee metals investigated here. 
Table 1 lists the values of local vacancy density in high 
energy cascades (i.e., where local vacancy densities are 
constant) for aI1 the metals. Even though the reduced 
break-up energies are about the same within the same 
crystal structure, the average local densities increase 
approximately linearly with atomic number. 

Subcascade identification was performed only for 
Cu, Au, Fe and W. The number of subcascades pro- 
duced increases linearly with recoil damage energy. 
Table 2 contains the average number of subcascades per 
recoil per keV of damage energy, the average damage 
energy per subcascade, and the average separation of 
subcascades. In each material at each energy the distri- 
bution of subcascade spacing is very broad, having a 

Table 2 
Average number and separation of subeascades 

Element Subcaseades Damage Average separation 
per PKA energy (lattice (um) 
per keV of (in kev) per PamnU 
damage subeascade 
energy 

cu 0.040 25 [O.OS] ‘) 36 
Au 0.004 250 [O.ll] 36 
Fe 0.030 33 [0.13] 54 
W 0.004 250 [0.13] 36 

” Reduced damage energy per subcascade. 
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standard deviation of f 100% of the mean value. Thus 
any differences between the metals should be consid- 
ered small, and we conclude that the average spacing of 
subcascades is about the same in all the metals. 

4. Discussion 

Within the same crystal structure, the subcascade 
formation characteristics appear to be about the same 
in al1 metals when compared on the basis of the reduced 
energy (fig. 2). This is true only for the gross spatial 
distribution aspects of the cascades, which are governed 
by the high energy collisions. The average local densities 
of defects in the cascade cores are different for each 
metal (table I), showing a dependence on atomic num- 
ber (or atomic mass). The differences in local defect 
densities, and the implied differences in local energy 
densities, will surely lead to differences in disposition of 
the defects subsequent to the collisional phase. 

There is much experimental evidence purporting to 
support the concept of subcascades, especially the obvi- 
ous grouping of clusters or loops seen in micrographs 
after low fluence irradiations (e.g. refs. [ll] and 1121). 
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Fig. 3. Nommlized integral recoil spectra for Cu and Au as a 
function of reduced recoil damage energy for a fast reactor 
(FFTF), DEMO fusion reactor, au accelerator-based d-Li 
source and 14 MeV neutrons. The cascade break-up energies 

are shown for comparison. 
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In each material 30-100 recoils having randomly 
chosen initial directions were simulated at each of about 
10 energies ranging from 1 keV to 1 MeV. The density 
of vacancies was determined for each cascade, and the 
values were averaged at each energy. The density analy- 
sis is used as a tool to determine the energies at which 
subcascades start to form in the various materials. The 
value of the density of defects depends critically on how 
the volume is defined. In our analysis the volume of 
each cascade is defined as the rectangular parallele- 
piped, oriented along the cubic crystal axes, that enclo- 
ses the vacancy distribution. Densities by this definition 
are not reflective of either the very low average density 
of defects throughout the material or the very high 
average density of defects within the cores of the 
cascades. Little significance should be attached to the 
magnitudes of the values. 

A different measure of defect density was used to 
examine the density of defects in the cascade cores as a 
function of recoil energy. For each cascade the average 
local density of vacancies was investigated by determin- 
ing how many other vacancies on average exist within 
the first three neighboring shells of atoms about each 
vacancy in the cascade. 

In each cascade, subcascades were identified using 
an algorithm for finding the location and size of areas 
of high concentrations of vacancies. The average spac- 
ing of subcascades was determined as the average of the 
distance of the centroid of each subcascade from that of 
its nearest neighbor subcascade. 

3. Results 

Fig. 1 shows a plot of the cascade vacancy density 
within the enclosing rectangular parallelepipeds as a 
function of recoil energy in gold. Over the range of 
energies shown the densities of vacancies in the enclos- 
ing parallelepipeds vary by two orders of magnitude. In 

t I 

Recoil Energy (kev) 

Fig. 1. Average density of vacancies in collision cascades in 
gold as a function of recoil energy. The volume of each cascade 
is taken as the rectangular parallelepiped oriented along the 
crystal axes enclosing the vacancy distribution of the cascade. 

Table 1 
Cascade break-up energies and local vacancy densities 

Element Reduced Cascade Reduced Local 
energy break-up break-up vacancy 
factor ‘) recoil damage density b, 
(eV-‘) energy energy (%) 

(keV) 

Al 2.34~10-~ 2.5 0.052 4.2 
cu 3.05 x 10-6 20 0.049 6.7 
Ag 1.28~10-~ 50 0.055 7.4 
Au 4.18x10-’ 200 0.071 13.3 
Fe 4.OOx1o-6 50 0.15 7.5 
MO 1.80~10-~ 130 0.19 9.2 
W 5.10x10-7 300 0.13 10.2 

*) For screening radii used in the MARLOWE calculations. 
b, Percentage of sites within three nearest neighbors that con- 

tam vacancies. 

this log-log plot the density as a function of energy is 
well-described by two straight line segments. The energy 
at which the segments intersect, about 200 keV, is the 
energy at which subcascades begin to form regularly in 
gold, based on observation of graphical representations 
of the cascades. Similar behavior was observed in the 
earlier extensive graphical analysis of Cu cascades [3]. 

The straight line at lower energies shows that with 
increasing energy the single cascade region grows larger 
in a self-similar way (the straight line on the log-log 
plot is an indication of fractal behavior, albeit over a 
restricted range). As subcascades begin to form, the 
large spaces between subcascades make the cascade 
volume increase at a more rapid rate with energy. Thus 
the straight line at higher energies effectively describes 
the different self-similar spatial relationships of the 
increasing number of subcascades. 

All the metals in this study exhibit a knee in the plot 
of vacancy density as a function of recoil energy. We 
identify the energy values at the knees as the threshold 
energies for the break-up of cascades into subcascades. 
This conclusion is consistent with behavior observed in 
a small sample of graphical representations of the 
cascades. The “cascade break-up energies” vary by two 
orders of magnitude; values for all seven metals are 
listed in table 1. 

Further evidence for identifying the knee in the 
density curve with the cascade break-up emerges when 
the densities are compared on the basis of reduced 
energy [S] rather than recoil energy. The dimensionless 
quantity “reduced damage energy” is the recoil damage 
energy divided by the value of the screened Coulomb 
potential at the screening radius for each metal. Thus, 
in each metal the energies are normalized by the strength 
of the atomic interaction in that metal. When compared 
on this basis, the knees in the plots, indicating where 
subcascades start to form, occur at about the same 
reduced recoil damage energy for each crystal structure. 

Reduced	Energy	=	Recoil	E	/	V(r	=	screening	radius)
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E.	Zarkadoula et	al,	JPCM	27,	135401	(2015).
2T-model	=	electronic	stopping	(friction	model)	+	electron-phonon	coupling
EPKA =	300	keV with	DDB	potential.
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Figure 1. Relaxation of a 300 keV 2T-MD cascade performed at 800 K in a system consisting of about 30 million atoms. The simulation box
has about 800 Å length. The simulation time is about 100 ps. Interstitials are shown in blue and vacancies in grey.

800 Å and the cascade size is about 450 Å. This figure
illustrates continuous morphology of the collision cascade.
This absence of sub-cascades is in agreement to our results
for higher energy events in iron and zirconia [27, 28].

Damage creation and recovery for 300 K friction and
2T-MD cascades and 800 K friction and 2T-MD cascades is
illustrated in figures 2 and 3, respectively. We will use N

p
disp

to refer to the peak of displaced atoms and with N
p
def to the

peak of the defect atoms, and Nl
disp and Nl

def to the number of
displaced and defect atoms at long simulation times (the flat
lines in figures 2 and 3. τdisp and τdef are the relaxation times
that correspond to the width of N

p
disp (elastic deformation) and

to the width of N
p
def (dynamic annealing) respectively.

In figures 2 and 3 we see Ndisp and Ndef as a function
of time for friction and 2T-MD cascades performed at 300 K
and at 800 K respectively. In agreement with our findings
for iron, the relaxation times τdisp and τdef are smaller than
the relaxation times for the friction cascades when the 2T-

MD model is applied. For the friction cascades τdisp and τdef

are about 10–15 ps, and about 5 ps and 10 ps for the 2T-MD
cascades.

The narrower peak of the 2T-MD cascades shows less
damage creation when the e–ph coupling is applied: the e–ph
coupling in the 2T-MD model removes energy from the thermal
spike for both temperatures resulting in less defect creation
and, importantly, less damage at the end of the simulation
time. On average, the fraction of Nl

def(friction)/Nl
def (2T-MD)

for the cascades at 300 K at the end of the simulation time is
about 3. For the cascades performed at 800 K, the fraction
of Nl

def(friction)/Nl
def (2T-MD) at the end of the simulation

time is 2. The second peaks in the friction model runs are
due to reflection of the excess energy from the boundaries
of the MD cell. The MD cell boundary thermostat cannot
absorb the excess energy with perfect efficiency and it reflects it
towards the molten region. In the 2T-MD model, where energy
is transported out of the simulation cell by the electrons, we

3
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A.	Sand	et	al,	EPL	103,	46003	(2013).
A.	Sand	et	al,	JNM	455,	207	(2014).
Electronic	stopping	(ES)	was	modeled	as	a	friction	term	when	atom’s	kinetic	energy	>	Tc.
EPKA =	150	keV,	simulation	at	0	K.

Tc
(eV)

EES
(keV)

NF Nsim

5 48 183 ± 28 9

10 43 179	± 21 10

20 39 183	± 18 5

100 35 257	± 50 5

10 40 124	± 16 10

Edam
(keV)

NF

102 192

107 206

111 216

115 228

110 137

Derlet-Dudarev-Björkas (DDB)
[PRB	76,	054107	(2007);	NIMB	267,	3204	(2009)]

Our	Fit	(without	ES)

• Compared	to	the	friction	model,	ignoring	ES	overestimates	NF even	
though	still	reasonably	within	the	standard	errors.

Friction	Model

Ackland-Thetford-Juslin (ATJ)
[PhilMag A	56,	15	(1987);	JNM	432,	61	(2013)]
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Fig. 4: (Colour online) Scaling laws for SIA (top) and vacancy
(bottom) defect sizes in bulk W, from cascades with total dam-
age energy Edam = 140 keV simulated with and without Se.

threshold of the latter. A dependence on energy density is
further demonstrated by the sensitivity of the scaling law
to the method of treating electronic energy losses in W.
The difference is especially apparent in the vacancy clus-
ter distribution, yet cannot be ascribed to different cooling
rates, since the Se energy losses take place exclusively dur-
ing the initial ballistic phase of the cascade [24], and thus
do not affect the cooling rate of the heat spike. In fact, the
size of the liquid evolves similarly in both cases. Rather,
in simulations where Se is included, it is likely that the
initially higher energy of the PKA and subsequent recoils
results in an increased probability for the energy to be
deposited in a more wide-spread region. The higher like-
lyhood for compact energy deposition in cascades where
Se is excluded translates into an increase in large defects,
and thus a decrease in the slope of the scaling law. A
mechanism of defect formation depending on the cascade
energy density is in agreement with experimental obser-
vations [30] as well as MD simulations [6], showing that
larger defects are formed from heavier projectiles, which
deposit their kinetic energy in a more compact region.

A third mechanism for vacancy defect production oc-
curs in near-surface cascades, and involves flow of mate-
rial to the surface, leaving large underdense regions in the
cascade core. This mechanism has been reported in pre-
vious studies [10,11], and is present in both W and Fe.
The effect of this surface-induced mechanism is especially

pronounced in Fe, since it introduces a different distribu-
tion, as compared to bulk, for large vacancy-type defects.

The slope of the scaling law for large vacancy-type de-
fects formed by the latter two mechanisms is the same.
The size-frequency distribution is thus likely a result of the
recrystallization processes taking place in the core of the
heat spike, once the conditions for a depleted zone have
been met by the removal of material.

The different defect formation mechanisms present in W
and Fe means that cascade simulations respond differently
to electronic energy losses. On the one hand, the effect of
electronic energy losses that we observed in W indicates
the importance of including electronic stopping in these
simulations. In Fe, on the other hand, the standard prac-
tice of excluding electronic energy losses is supported by
our results, which indicate that the main factor affecting
damage production in Fe is the total damage energy, with
little effect of the dynamics of energy removal.

The scaling laws found in this work show that no defect
clusters large enough to be seen in TEM are likely to form
in Fe directly from collision cascades in bulk. Thus visible
defects in bulk samples have likely formed as a result of
the thermal evolution of the invisible primary damage. In
thin foil irradiation, however, the flow of material to the
surface in a heat spike causes the in-cascade formation of
large vacancy clusters. In MD simulations of cascades in
bcc metals, such as α-Fe and W, SIA-type defects gener-
ally cluster in 2-dimensional configurations, as dislocation
loops, while vacancies mainly form 3-dimensional clusters.
Such vacancy clusters are often not perfect voids, but
rather form depleted zones, which have been directly ob-
served in W [31,32] as a result of ion irradiation. The large
vacancy clusters in Fe observed in our simulations may
nevertheless become visible in TEM micrographs after col-
lapse due to cascade overlap, as has been speculated in
the literature (see, e.g., [30]). Corresponding large SIA
defects do not form from this process, and thus SIA de-
fects in Fe large enough to be visible must have formed
from coalescense and aggregation of smaller defects.

On the other hand, in W there is a fairly large prob-
ability of in-cascade formation of visible defects of both
SIA and vacancy type, also in the bulk. The frequency of
vacancy-type defects in W foil irradiation is higher than
that in bulk, due to the same surface-induced process of
vacancy cluster formation as that present in Fe foils, while
SIA defects are formed with similar frequency as that in
bulk. However, the formation of large SIA defects happens
only in cascades which do not erupt through the surface,
and thus only from ions that have penetrated deeply into
the sample. Hence small SIA defect clusters are favoured
in foil irradiation.

Conclusions. – We have shown that the size-frequency
distribution of defects in the primary damage of both
Fe and W follows power laws. The smallest defects are
formed with similar efficiency in both materials. A mech-
anism for the production of large SIA and vacancy clusters

36001-p5

Surface effects and statistical laws of primary radiation damage

10-4

10-3

10-2

10-1

1

10

102

Fr
eq

ue
nc

y
/i

on

2 5 10 20 50 100 200
Interstitial cluster size

200 keV PKA with Se
140 keV PKA without Se

W

10-4

10-3

10-2

10-1

1

10

102

Fr
eq

ue
nc

y
/i

on
2 5 10 20 50 100 200

Vacancy cluster size

200 keV PKA with Se
140 keV PKA without Se

W

Fig. 4: (Colour online) Scaling laws for SIA (top) and vacancy
(bottom) defect sizes in bulk W, from cascades with total dam-
age energy Edam = 140 keV simulated with and without Se.

threshold of the latter. A dependence on energy density is
further demonstrated by the sensitivity of the scaling law
to the method of treating electronic energy losses in W.
The difference is especially apparent in the vacancy clus-
ter distribution, yet cannot be ascribed to different cooling
rates, since the Se energy losses take place exclusively dur-
ing the initial ballistic phase of the cascade [24], and thus
do not affect the cooling rate of the heat spike. In fact, the
size of the liquid evolves similarly in both cases. Rather,
in simulations where Se is included, it is likely that the
initially higher energy of the PKA and subsequent recoils
results in an increased probability for the energy to be
deposited in a more wide-spread region. The higher like-
lyhood for compact energy deposition in cascades where
Se is excluded translates into an increase in large defects,
and thus a decrease in the slope of the scaling law. A
mechanism of defect formation depending on the cascade
energy density is in agreement with experimental obser-
vations [30] as well as MD simulations [6], showing that
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clusters large enough to be seen in TEM are likely to form
in Fe directly from collision cascades in bulk. Thus visible
defects in bulk samples have likely formed as a result of
the thermal evolution of the invisible primary damage. In
thin foil irradiation, however, the flow of material to the
surface in a heat spike causes the in-cascade formation of
large vacancy clusters. In MD simulations of cascades in
bcc metals, such as α-Fe and W, SIA-type defects gener-
ally cluster in 2-dimensional configurations, as dislocation
loops, while vacancies mainly form 3-dimensional clusters.
Such vacancy clusters are often not perfect voids, but
rather form depleted zones, which have been directly ob-
served in W [31,32] as a result of ion irradiation. The large
vacancy clusters in Fe observed in our simulations may
nevertheless become visible in TEM micrographs after col-
lapse due to cascade overlap, as has been speculated in
the literature (see, e.g., [30]). Corresponding large SIA
defects do not form from this process, and thus SIA de-
fects in Fe large enough to be visible must have formed
from coalescense and aggregation of smaller defects.

On the other hand, in W there is a fairly large prob-
ability of in-cascade formation of visible defects of both
SIA and vacancy type, also in the bulk. The frequency of
vacancy-type defects in W foil irradiation is higher than
that in bulk, due to the same surface-induced process of
vacancy cluster formation as that present in Fe foils, while
SIA defects are formed with similar frequency as that in
bulk. However, the formation of large SIA defects happens
only in cascades which do not erupt through the surface,
and thus only from ions that have penetrated deeply into
the sample. Hence small SIA defect clusters are favoured
in foil irradiation.

Conclusions. – We have shown that the size-frequency
distribution of defects in the primary damage of both
Fe and W follows power laws. The smallest defects are
formed with similar efficiency in both materials. A mech-
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High-energy collision cascades in tungsten

Fig. 3: (Color online) (a) Paths of energetic ions (≥ 10 eV)
during the initial development of the cascade. The color scale
indicates the time, starting with red at 0 fs and ending with
blue at 200 fs. (b) Final configuration from a cascade simula-
tion resulting in cascade collapse, showing a large dislocation
loop with Burgers vector b = ⟨100⟩. Atoms are colored accord-
ing to their potential energy, with lighter color representing
higher energy.

larger than that stored in the resultant defects, in princi-
ple almost arbitrarily large defects may form, within the
range of validity of the power law. Despite the relative
rarity of occurrence of large defect clusters found in this
study, the available data give no indication that the dis-
tribution deviates from the power law for cluster sizes up
to a few hundred SIAs. However, a natural upper bound
to the cluster size is imposed by the size of the melt, since
large clusters are formed within or in the immediate vicin-
ity of this area, and only single SIAs are found further
out. Assuming the power law is valid to n∗ ≈ 600, and
that the distribution swiftly approaches zero after that,
the total average number of Frenkel pairs produced in a

cascade is approximately given by
∫ n∗

1 nF (n)dn ≈ 200,
which agrees well with the numbers obtained in these
simulations. The clustering scaling law also provides a

convenient means for estimating the relative probability
of forming large defect clusters. For example, assuming
that for n ≫ 1 the same power law applies to vacancies,
and noting that a cascade produces identical numbers of
vacancies and SIAs, we find that the probability of form-
ing a loop with diameter greater than ∼ 3 nm (contain-
ing in excess of ∼150 defects [2]) approximately equals∫ n∗

150 F (n)dn/
∫ n∗

1 F (n)dn ≈ 3%, in good agreement with
experimental observations [1]. This estimate illustrates
the predictive power of a scale-invariant power law (1),
which makes it possible to circumvent the need to simu-
late a large number of cascades directly.
Each large defect cluster was analyzed separately to

determine its dislocation loop character. In D-D poten-
tial simulations, approximately half of all the larger clus-
ters formed complex configurations, although partial loop
structure was often evident. Such defects, if stable, would
be immobile, but for a number of cases the defect re-
laxed to a b = 1/2⟨111⟩ dislocation loop after 100 ps at
600K. Clearly defined loops with more than 80 SIAs
were all found to have the Burgers vector b = 1/2⟨111⟩,
while almost half of the smaller loops with 35–80 SIAs
had Burgers vector b = ⟨100⟩ whereas the other half had
b = 1/2⟨111⟩. Smaller clusters were composed of parallel
crowdions. In all the cases where well-formed dislocation
loops were identified, their habit plane normal and their
Burgers vector were not aligned. With the A-T potential,
SIA clusters of 30 or more formed clear dislocation loops,
most of them with Burgers vector b = 1/2⟨111⟩, although
one b = ⟨100⟩ loop was seen.
Vacancy clusters formed mostly as low-density areas at

the center of what had been the liquid area. No vacancy
dislocation loops were found in the D-D potential simu-
lations, where the loop stability criterion required that a
closed loop had to contain more than ∼150 vacancies [2] to
form. The probability of cascade collapse was found to be
affected by the rate of cooling of the heat spike, with slower
cooling increasing the probability of collapse [28]. The
clustered vacancies observed in simulations may therefore
indicate cascades close to collapsing, which may collapse
in higher-temperature simulations. With the A-T poten-
tial, on the other hand, one cascade collapsed into a va-
cancy loop, shown in fig. 3, composed of 213 vacancies,
with Burgers vector b = ⟨100⟩. Vacancy clustering was
more sensitive than SIA clustering to the choice of Tc, with
greater clustering occurring for higher Tc. This is due to
the slower rate of cooling of the liquid area, which allows
the vacancies to be pushed towards the cascade center as
the recrystallization front progresses inwards [29]. Since
quenching of the thermal spike is more rapid at 0K than
at finite temperatures, the effect of Tc on defect clustering
may be additionally enhanced in these simulations.

Conclusions. – The MD simulations described in
this work show the formation of b = ⟨100⟩ as well as
b = 1/2⟨111⟩ dislocation loops in tungsten as a re-
sult of irradiation-induced collision cascades, in excellent
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Path	of	energetic	atoms	
from	0	fs	(red)	to	200	fs	
(blue)	showing	
interconnected	regions,	
consistent	with	our	results.	

High-energy collision cascades in tungsten

threshold for subcascade break-up, but in the simulations
performed here, totaling almost 100, no subcascades were
observed. The liquid area, although irregular, was unbro-
ken in all cases, forming a large region which at the peak
of its size contained roughly 30000 atoms with an average
energy density of almost 4 eV per atom.
The plot of energy losses to electrons (fig. 1(c)) shows

no difference during the first 100 fs for different Tc, due
to the negligible number of atoms with energies compa-
rable to the cut-off energy at this time. This constitutes
the ballistic phase of the cascade, which is characterized
by a sharp increase in the potential energy (see fig. 1(a)),
and fast expansion of the strongly disordered liquid-like
area (fig. 1(b)). In other words, energetic ions are pene-
trating the undisturbed areas of the lattice, and electronic
stopping models are physically motivated. After around
200 fs the ions have ceased to travel individually and form
an increasingly uniform front, which subsequently trans-
forms into a pressure wave causing only elastic displace-
ments, ultimately leaving the lattice intact. This marks
the transition to the thermal phase of the cascade. The
liquid area thermalizes and the temperature in the sys-
tem rises slightly, while the rate of potential energy in-
crease slows considerably. These two different phases of
development, occurring before and after the number of
liquid atoms reaches its peak, correspond well to the “de-
structive” and “non-destructive” phases of the initial cas-
cade development found by Calder et al. [21]. During the
transition, atoms in the energy range 1–100 eV come into
play, and at this point the choice of Tc begins to have
an impact. However, the non-destructive phase no longer
involves single ions penetrating the undisturbed regular
atomic lattice, and thus theories of electronic stopping are
no longer directly applicable. For Tc ≥ 5 eV, no further
energy is lost to the electronic system during the thermal
phase. However, when Tc = 1 eV, an additional 40 keV
is lost during this non-destructive phase, effectively from
the random motion of the hot atoms in the molten cas-
cade core, where the thermal energy is sufficiently high so
that the kinetic energy of many atoms lies between 1 and
5 eV. This energy loss causes the cascade core to be cooled
down very quickly compared to the simulations assuming
higher Tc. As long as the electronic stopping does not af-
fect atoms in the melt during the non-destructive phase,
the effect of varying Tc is minor, even up to 100 eV.
To further investigate the effect of time dependence of

energy losses, cascades were simulated with an initial PKA
energy of 100 keV and no electronic stopping. As seen
from the plot in fig. 1(a), the potential energy rises almost
twice as much during the 10 keV cascade as it does in a
simulation with electronic stopping, despite the fact that
the damage energy in the latter case is close to 110 keV.
Since the size of the liquid area is more or less the same
in both cases, the extra potential energy in the 100 keV
cascades is distributed among the same number of atoms,
indicating strong lattice distortion. Correspondingly, the
largest defect structures were produced in such cascades.
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Fig. 1: (Color online) Time evolution of cascades simulated
using the D-D potential for several different electronic stop-
ping (E-S) cut-off values Tc. (a) Potential energy per atom for
representative cascades. (b) Volume of the liquid area given as
the number of liquid atoms for representative cascades. (c) The
total energy lost to electronic stopping, averaged over the cas-
cades performed for each cut-off value.

This shows that the mechanism and dynamics of energy
losses do affect the final defect configurations, and thus a
dynamic treatment of electronic energy losses is necessary
to ensure that simulations are realistic.
Defect numbers were analyzed using an automated

Wigner-Seitz (W-S) method [22]. The results are com-
pared visually to the energy filtered atomic configurations,
and an exact match was established in all cases. In bcc
metals the W-S method gives a well-defined value charac-
terizing the actual damage, as a direct count of the number
of SIAs and vacancies present in the lattice.
Cascades extended in random directions, uncorrelated

with the initial direction of the PKA, which thus had lit-
tle effect on the final damage. Large SIA clusters were
slightly more frequent with recoils in a ⟨110⟩-type direc-
tion, but the difference in clustering statistics was within
the statistical error. Because of large differences between
the individual cascades, any given single cascade may not
be representative of damage production in general, and
thus good statistics were necessary to determine the accu-
rate defect production rates.
Defect numbers and clustering statistics for various cas-

cade parameters are given in table 1. A vacancy (or a

46003-p3

Epot without	ES	(100	keV PKA)

Ignoring	ES	increases	potential	energy	à energy	density	à larger	defect	clusters.	
Nevertheless,	friction	model	also	predicts	interacting	multiple-shock	morphology.	

Epot with	ES	(150	keV PKA)

Time	[fs]
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Figure 4. Maximum electronic and atomic temperatures for
300 keV 2T-MD cascade simulations at 300 K and at 800 K, for six
events at each temperature. The ill-defined lattice temperature
reaches past 107 K initially. After 0.3 ps, which is the thermalization
time, electronic energy is fed back to the lattice and the ionic
temperature starts dropping below 104 K. At around 11 ps the
electron–ion temperatures are equilibrated.

do not see reflection of the excess energy from the boundary
thermostat.

Figure 4 shows the maximum electronic and atomic tem-
peratures for 300 keV 2T-MD cascades at 300 K and 800 K.

The maximum electronic temperature is the highest per-voxel
value to be found in the grid. For all simulations the atomic
temperature is higher than the electronic temperature, meaning
that the electronic system acts as a heat sink. This is in agree-
ment with 2T-MD cascades in iron [13, 15]. The heat transfer
relaxation time, as read from these plots, is about 11 ps.

The small difference in the produced damage at the peak
and the significant difference in the remaining damage in the
system are in contrast to our findings for iron [15]. For iron
we found that the 2T-MD model results in reduced damage
at the peak (the peaks shown in the plots of figures 2 and 3)
and in small difference of remaining defects. This difference
could be due to different values of parameters in the 2T-MD
model, such as the e–ph coupling parameter or the thermal
conductivity.

3.2. Temperature effect

Figure 5 illustrates Ndisp and Ndef for six collision cascades at
300 K (blue dotted line) and at 800 K (green solid line). Here
N

p
disp and N

p
def are larger for the 800 K collision cascades than

for the 300 K, which means that there is on average a larger
number of displacements and damage creation in the thermal
spike for the cascades performed at higher temperature.
Consequently, the resulting displacements Nl

disp and damage
Nl

def , as seen in the flat lines at long simulation time, are
larger for the cascades performed at 800 K. This is in contrast
to results of previous temperature dependent simulations in

4
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time, electronic energy is fed back to the lattice and the ionic
temperature starts dropping below 104 K. At around 11 ps the
electron–ion temperatures are equilibrated.
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that the electronic system acts as a heat sink. This is in agree-
ment with 2T-MD cascades in iron [13, 15]. The heat transfer
relaxation time, as read from these plots, is about 11 ps.

The small difference in the produced damage at the peak
and the significant difference in the remaining damage in the
system are in contrast to our findings for iron [15]. For iron
we found that the 2T-MD model results in reduced damage
at the peak (the peaks shown in the plots of figures 2 and 3)
and in small difference of remaining defects. This difference
could be due to different values of parameters in the 2T-MD
model, such as the e–ph coupling parameter or the thermal
conductivity.
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4

Through	out	simulation,	Tatom >	Telectron à electrons	act	as	additional	heat	sinks.
Ndef with	2T	model	<	with	friction	model	(note	that	the	amount	of	net	damage	energy	is	
not	the	same,	hence	the	net	effect	of	the	2T	model	is	difficult	to	infer).



Three cascade morphologies are observed:
Single-shock cascade (before sub-cascade).
Separate (non-interacting) multiple-shock (sub-cascade in Cr, Fe, Mo).
Interacting multiple-shock (connected sub-cascade in W) à formation of 
large clusters.

A transition energy separates different energy regimes of cascade 
morphology:

different power-law in defect production and cluster size distributions.
Hence data should be fit with a bilinear curve.

In simple bcc metals, the transition energy occurs at damage energy 
approximately 300Ed.

Summary
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